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Abstract

We describe an information service that aggregates metadata available in hundreds of information sources of the
EGEE Grid infrastructure. It uses an ontology-based information integration architecture (ActOn), which is suitable
the highly dynamic distributed information sources available in Grid systems, where information changes frequently
and where the information of distributed sources has to be aggregated in order to solve complex queries. These two
challenges are addressed by a metadata cache that works withan update-on-demand policy and by an information
source selection module that selects the most suitable source at a given point in time, respectively. We have evaluated
the quality of this information service, and compared it with other similar services from the EGEE production testbed,
with promising results.

1 Introduction

EGEE [1] provides a production quality grid infrastructurespanning more than 30 countries with over 160 sites to
a myriad of applications from various scientific domains, including Earth Sciences, High Energy Physics, Bioinfor-
matics and Astrophysics. In such a large-scale Grid system,there are thousands of heterogeneous, loosely coupled
resources, services, and applications, which are distributed geographically in a wide range. The current EGEE pro-
duction testbed includes over 200 sites, 35,000 CPUs, 13 Petabytes of storage space in hundreds of storage elements,
and an average of 40,000 concurrent jobs per day on behalf of 100 Virtual Organisations (VOs).

Having information about those heterogeneous entities is critical for the EGEE gLite middleware [2]. This in-
formation is used for tasks such as resource discovery, workflow orchestration, meta-scheduling, and security. Such
information is normally aggregated and provided by information services, which can be defined as “databases of
attribute metadata about resources” [3]1 Examples of information services are BDII [4] and MDS [5], focused on
hardware and software resources; and RGMA [6], focused on jobs, services and running environments.

The main limitations of existing information services are that they do not provide enough information about large-
scale distributed systems like EGEE, since they only focus on a few specific aspects of such systems, and that they do
not always provide accurate information about the actual status of the Grid resources that they refer to.

This research work is carried out under the FP6 Network of Excellence CoreGRID funded by the European Commission (Contract IST-2002-
004265).

1In the rest of the paper, we will use the terms information andmetadata interchangeably.
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To overcome these two limitations, we propose the creation of an information service that aggregates information
from different information services in the EGEE productiontestbed, using an ontology-based information integration
architecture [7]. The aggregation of distributed information poses the followingchallenges, due to the dynamic and
heterogeneous nature of Grids:

• Metadata of a Grid entity consists of multiple attributes, whose values can be normally obtained from hetero-
geneous and geographically-distributed information sources. In a large-scale Grid system, several information
sources can provide the same piece of information about a resource. And it may be difficult to identify and
locate the most suitable (and available) information source for a specific information need.

• Metadata about most Grid entities may be updated frequently, so as to reflect the current status (capability and
availability) of the services and resources that it refers to. This makes it hard to create and maintain up-to-date
metadata about all the resources available in a Grid. For instance, the usage level of a CPU, storage space, and
network connection may change every few minutes.

• Different information sources or services may provide overlap ping views of the Grid state, in different schemas
and formats, and with different characteristics of their information provenance (update frequency, quality-
related).

These challenges are addressed in our ActOn-based information service. ActOn (Active Ontology) [8] is an
ontology-based information integration approach that canbe used to generate and maintain up-to-date metadata for a
dynamic, large-scale distributed system.

First, ActOn uses ontologies to describe the domain for which information will be aggregated. This provides an
expressive model to describe that information, which can beexploited with query languages and use for validation
purposes (e.g., to detect inconsistencies in the aggregated information) and for deriving new information. It also
provides an extensible data model where changes in the descriptions of resources and services, or in the information
sources (update frequency, information quality, etc.) areautomatically reflected in the behaviour of the system.

Second, ActOn incorporates two modules that are not commonly found in other ontology-based information inte-
gration architectures: a cache, which provides fast accessto information that has been already integrated and materi-
alised and which is still valid, and an information source selector, which is used during the generation of the execution
plan for retrieving information from the information sources and allows the system to adapt to changing conditions of
the infrastructure and to add new information services easily.

The remaining of this paper is organised as follows. Section2 introduces related work, namely existing Grid
information services. Section 3 presents the architectureof ActOn, focusing on its different knowledge and software
components, and on the main interactions between them, and describing how each of them are instantiated for the
implementation of our EGEE Grid information service. Section 4 gives the results of our evaluation on the information
quality of our approach, and compares them with other two EGEE Grid information services. Finally, Section 5
provides conclusions, and describes open issues and our planned future work.

2 Related Work: Grid Information Services

Currently, there are several well-known and widely-used Grid information services: Monitoring and Discovery System
(MDS), Berkeley DB Information Index (BDII), and RGMA [5, 4,6]. These services are deployed in most Grid
systems, such as Europe Data Grid, Crossgrid, NASA Grid, andOpen Science Grid [9, 10, 1, 11, 12], and widely used
by Grid middleware and applications running on them.

MDS [5] is the information service component of the Globus platform. In MDS2.x, information about Grid
resources is extracted by ”information providers”, which are software programs that collect and organise infor-
mation from individual Grid entities, either by executing local operations or by contacting third-party information
sources (e.g., the Network Weather Service, SNMP, etc.). Extracted information is organised according to the LDAP
(Lightweight Directory Access Protocol) data model in LDIFformat and uploaded into LDAP-based servers of the
Grid Resource Information Service (GRIS). GRIS servers canregister themselves in the Grid Index Information Ser-
vices (GIIS) in order to aggregate directories, using a soft-state registration protocol called Grid Registration Protocol
(GRRP). One of the disadvantages of MDS is that it is based on the LDAP data model, which is too rigid to be adopted
or to represent the heterogeneous information in/on Grids.It also lacks in the ability of supporting complex queries.
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BDII [4] is an improvement of MDS [5], designed to improve itsquery performance. It uses the MDS information
model and access API and caches information with the Berkeley DB. An update process is used to populate LDAP-
based servers. It consists in obtaining LDIF, either by doing an ldapsearch on LDAP URLs or by running a local script
that generates LDIF. Then the LDIF is inserted into the LDAP database. BDII has the same problems as MDS for
information expression and query.

RGMA [6] is a framework that combines monitoring and information services based on a relational model, which
is implemented with XML. It implements the Grid Monitoring Architecture (GMA) proposed by the Open Grid Fo-
rum. GMA models the information infrastructure of the Grid using three core types of components: (i) producers,
which provide information; (ii) consumers, which request information; and (iii) a single registry, which mediates the
communication between producers and consumers. RGMA implements two additional properties over GMA. First,
consumers and producers handle the registry in a transparent way; thus, anyone using RGMA to supply or receive
information does not need to know about the registry. And second, all the information appears as one large relational
database and can be queried as such (anyway, in the current implementation, the database is centralised). RGMA
can be accessed using the RGMA API. The main drawback of RGMA is that it cannot easily manage the dynamic
information about time-sensitive Grid resources, due to its architecture that comprises a central registry and distributed
information servlet-based information producers.

3 Active Ontology (ActOn) and the EGEE Information Service

ActOn (Active Ontology) [8] is an ontology-based information integration approach that can be used to generate
and maintain up-to-date metadata for a dynamic, large-scale distributed system. In this section we will describe the
main characteristics of this approach and its architecture, and will use as a running example the details of the EGEE
information service that we have built with this approach.

The development of ActOn was based on a list of requirements that are based on the actual information integration
needs that were identified in dynamic, distributed systems like the EGEE Grid, Crossgrid, and Unicore [1, 10, 13].

• We need to deal with frequent changes of parts of the metadat a, caused by the dynamic features of the entities
of a large-scale distributed system.

• We need to have an efficient and economic way to avoid a continuous metadata update process, which is expen-
sive for a large-scale distributed system.

• We need to be able to select the most suitable information so urce from a set of geographically-distributed and
heterogeneous ones, which provide overlapping pieces of information, in different formats, and which can be
available or unavailable at a given point in time.

• We need to create/update the metadata that captures only those aspects that we are interested in.

Although these requirements arise in the context of developing an aggregated information service for the EGEE Grid
infrastructure, similar requirements can be also found in other application domains (e.g., the stock market, currency
exchange, etc.). Therefore, ActOn provides a generic solution that can be easily adapted to different application
domains.

ActOn is comprised of a set of knowledge components, which represent knowledge from the application domain
and from the information sources; and software components,such as a metadata scheduler (MSch), an information
source selector (ISS), a metadata cache (MC), and a set of information wrappers. Figure 1 shows how these compo-
nents are interrelated and how they are related to the corresponding information sources where data is taken from.

The EGEE information service that has been developed using ActOn uses Globus Toolkit 4 (GT4) [14] and the S-
OGSA Semantic Binding Service [15]. The latter is used to bind semantic metadata with the ontologies it refers to and
with the resources that the metadata describes, so that metadata can be managed as a resource, with its own lifetime,
authorisation policies, etc. All the source code of ActOn and of the information service that we have described is
available under Open Source license at the OntoGrid CVS [16].

CoreGRID TR-0111 3



Figure 1: Overview of the Active Ontology architecture [8]

3.1 ActOn Knowledge Components

The knowledge components used in ActOn include a (set of) domain ontology(ies) and an ontology of the information
sources. Domain ontologies describe the metadata information model in the form of domain concepts and properties
for which instances will be generated, and restrictions about them. In our service these are resources, components,
services, and applications of the EGEE Grid. The Information Source Ontology provides information about the char-
acteristics of information sources, which are used for the information source selection process. In our service they
describe information services deployed in EGEE. The two ontologies are related by means of mappings that spec-
ify which domain concepts and which of their properties can be generated by which information sources, as we will
explain later.

3.1.1 Grid Domain Ontologies

These domain ontologies define the global information modelused to represent metadata, hence they are completely
application dependant. ActOn does not put any constraint about the language to be used to implement these ontolo-
gies, although in our current implementation we assume thatontologies are described either in RDF Schema [17] or
OWL [18].

We have created OWL ontologies that describe Grid entities,resources, capabilities and the relationships among
them. These ontologies are based on the one described in [19]and extend the Grid ontology described in [20], which
include descriptions about virtual organisations, users,applications, middleware services, computing and storagere-
sources, networks, and usage policies. Besides the core Grid ontology, we have different ontologies for each specific
Grid infrastructure. For example, the EGEE Grid Ontology describes the EGEE infrastructure and its entities, includ-
ing concepts like Computer Element, Storage Element, User Interface, Worker Node, Resource Broker, Logging and
Booking Service, and Site.

3.1.2 Information Source Ontology

This ontology assists in locating suitable information sources for a specific information need. It describes the features
of the information sources to be used by the system and is divided into a domain-independent part, with five classes
and forty properties, and a domain-specific part that contains descriptions of the types of information sources that can
be used in an application, as well as specific instances of those classes.

The most important class in the domain-independent part of the ontology isInformationSource, which is
described with four properties:

(i) accessAPI: it defines the information model and the informat ion accessmethods to be used. For instance,
the information model of BDII is LDAP, and its accessAPI can be “ldapsearch” in C and “JNDI” in Java;

CoreGRID TR-0111 4



Figure 2: Graphical overview of the association between domain and information source ontologies

(ii) accessPoint: it defines the server and port names to be use d to obtain the information from. For instance,
the CERN BDDII server can be described as “ldap://prod-bdii.cern.ch:2170”;

(iii) belongToMiddleware: it specifies the middleware infrastruc ture (e.g., EGEE) where the information ser-
vice is available, since depending on the middleware type and release being used the information access methods
will be different;

(iv) withSchema: it indicates the kind of information that an information source provides. For instance, the EGEE
BDII servers use the Glue Schema.

The domain-dependent part for our service contains descriptions of the following four main EGEE information
providers: BDII (with the classBDIIIP being used to represent distributed BDII servers), RGMA, GridICE, and
Unix-scripts. All of them are subclasses of the classInformationSource. Besides, we have defined 36 instances
of BDIIIP, 10 instances of RGMA, 5 GridICE, and 10 Unix-script.

An example of the information contained in one of the BDIIIP instances is:

* server name: ldap://prod-bdii.cern.ch

* server port: 2170

* access API: BDIIRet.class

* information schema: glueschema

* grid middleware: gLite middleware

As shown in Figure 2, the association between domain and information source ontologies is expressed by means
of housekeeping mappings. Each domain ontology class or property is connected to theHouseKeeping class with
the propertyhasMapping2. The propertygeneratedBy represents the means to be used to extract informa-
tion from the source and transform it into the domain ontology(ies) components. This is expressed with the class
InformationSource. Each of the mappings specifies, as well, the timestamp and lifetime of the information
retrieved from the information sources. This information is used by the Metadata Scheduler to control the Metadata
Cache, as explained later.

2When using OWL to implement the ontologies, we use an OWL annotation property so as not to interfere with the domain and information
source knowledge representation.
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3.2 ActOn Software Components

We will now describe the software components that comprise the ActOn architecture, as shown in Figure 1.

3.2.1 Metadata Scheduler (MSch)

It is designed to apply an update-on-demand policy to cache metadata. That is, the cached metadata is not updated
until it is stale when being queried, so as to avoid unnecessary updates. We adopt event-driven mechanisms to cope
with that policy. We have defined three types of events that can trigger the update process, though we have only
implemented the first one in our service. They are:

(i) Application-specific events. They are application-based lifetime control events. The MSch can force an update
process based on specific application requirements. For instance, an external application may require to update
a specific piece of metadata at a given point in time.

(ii) Query events. They are raised when metadata is being queried. As we will show below, if the metadata being
queried is available in the metadata cache and valid, the information sources are not contacted. If not, then we
contact them to get fresh metadata3.

(iii) System-related events. They can cause changes of the Grid entities that the metadata refers to. A typical example
is a job-finished event, which can cause the change of the value of therunningJob property of an instance of
the classJobQueue.

The MSch acts upon receiving events. When the metadata scheduler receives a query event that involves retrieving
metadata that has never been retrieved before or that is not valid since its expiry time has passed, or when it receives any
of the other types of events, the metadata scheduler followsthree steps: 1) it contacts the Information Source Selector
to select the most suitable information source where to obtain the metadata from; 2) it retrieves the metadata from the
selected sources, using the corresponding wrappers; and 3)it updates the metadata cache, assigns a time-stamp to the
retrieved information and sends back the results to the requester.

An example can illustrate a typical procedure of MSch workflow. When a query event is triggered that requests
metadata for the Computing Element ce101.cern.ch, the MSchwill first check the time-stamp of its associated meta-
data, which is stored by the Metadata Cache, and compare it with its lifetime. If it is valid, then it will just give back
the results. If it is out of date, then it will invoke the Information Source Selector service to select a suitable informa-
tion source (i.e., one EGEE region or site BDII server) for updating the Computing Element metadata. After getting
the information about a suitable information source (for example, lxb2086.cern.ch or prod-bdii.cern.ch), it invokesthe
corresponding Information Wrapper service to fetch the information with an ldapsearch query, and then invokes the
Metadata Cache to update (refresh) the metadata by modifying the values and time-stamp of the relevant properties.
At the same time the new metadata is sent back to the metadata requestor.

Our approach has clear advantages over others that update metadata on a regular time-scale basis, such as Globus
MDS and gLite BDII. These systems keep updating all their metadata every 6-8 minutes. This approach is too expen-
sive and imprecise, particularly in large-scale distributed systems. On the one hand, there are many useless updates:
a lot of updated metadata is most likely not being used (queried) in hours although it is updated every few minutes.
On the other hand, some of the metadata may not be accurate in the case that the values of the metadata change more
frequently than the regular update time. In fact, some of thedynamic metadata of BDII, such as freeCPU number,
runningJobs or networking bandwidth, is usually incorrectas it is never updated on time.

3.2.2 Information Source Selector (ISS)

The Information Source Selector (ISS) is used to find the mostsuitable information source from the set of available
sources, which are described as instances of the Information Source Ontology. Information sources can be any sys-
tem (database, file, service, etc.) that contains relevant information. In Grid systems there are many redundant and
geographically-distributed information sources available. For example, over 20 region BDII servers can be used to
fetch information about the EGEE Computing Elements.

3In the case that the latency is bigger than the update time of the information source, this will still provide out-of-datemetadata, but in the rest
of cases data will be always up-to-date
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The selection is based on a set of retrieval conditions, including the actual information needed (specified as a
SPARQL query), and other aspects like the geographical proximity of the source. For example, in our prototype we
have defined the classComputingElement that represents EGEE computing elements. This class has a property
freeCPU that isgeneratedBy the information source BDII.

Since in our ontology we have defined over 30 BDII servers (as instances of the classBDIIIP), the ISS service
sends a query to select the most suitable one for fetching theneeded value. The query is done in SPARQL, and
retrieves those instances ofBDIIIP thatbelongToMiddlewareEGEE Grid, whoseschema is GlueSchema and
whoseversion is 3.0. Also the middleware isgLite, and the release version3.1.5. Below is a SPARQL query for a
BDIIIP instance in our implementation:

PREFIX onG : <h t t p : / / www. cs . man . ac . uk / img / o n t o g r i d />

FROM <EGEEGridInfo . v0 . 3 . owl>
SELECT ? BDIIIP
WHERE { ?x onG : ru n n i n g S e rv i c e b d i i i p ? .

OPTIONAL { ?x onG : belongTo ”EGEE” .
?y onG : i n s t a l l e d O n ‘ ‘ gL i te ’ ’ .
? z onG : withSchema ‘ ‘ GlueSchema ’ ’ .}

The selected BDIIIP instances are ranked according to theirgeographical proximity, quality of the service, and the
capabilities of the BDII server machine.

3.2.3 Information Wrappers

After an information source is selected, the Metadata Scheduler contacts the corresponding Information Wrapper in
order to retrieve the relevant up-to-date information. Normally there is an Information Wrapper per type of information
source accessed (that is, one for MDS, another one for BDDII,etc.). We have developed four kinds of wrappers: the
BDII server wrapper, the RGMA server wrapper, the GridICE wrapper, and the Unix-script wrapper.

The wrappers are used to fetch information from different information sources. First, the Information Wrapper
gets information from the information source ontology about the data model of the specific source to be accessed,
and about its access API and access point. Then it fetches theinformation from its source. For instance, a BDIIIP
information source can be queried using an LDAP query based on the information from a BDII individual, such as
“ldapsearch -x -H ldap://prod-bdii.cern.ch:2170 -b mds-vo-name=CERN-PROD,o=grid”. Once the query is answered,
the results are transformed into instances of the conceptComputingElement of the domain ontology.

ActOn does not impose any specific technology for generatingInformation Wrappers. They can be generated in
an ad-hoc manner, by hard-coding the access to the information source and the transformation into the application
domain ontology. They can be also generated with generic wrapper-generation languages and technologies, such as
WSL [21], D2R [22], R2O [23], etc.

3.2.4 Metadata Cache (MC)

The Metadata Cache (MC) stores and manages the metadata obtained from the information sources, together with
its timestamp and lifetime information, so that it can checkwhether such property values are still valid or not (e.g.,
lifetime control) when it receives a query event that involves them.

The metadata cache uses the domain ontologies as its information model. For instance, in our service the MC
caches information about Computing Elements (CE), StorageElements (SE), Virtual Organisations (VO), etc. As
commented above, the MC uses the S-OGSA semantic binding service implementation in order to store the values
together with their timestamp and lifetime, using the mappings shown in Figure 2.

4 Information Quality Evaluation and Comparison

In our evaluation we want to know whether the results provided by our service conform to the expectations of the
users, and how it compares with the other available services. We are interested in knowing whether all information
services obtain the same results when answering the same query, given the same conditions in the EGEE production
testbed. We also want to check how many of those answers are correct and how many of the existing answers are
actually retrieved. To check this, we have selected two metrics, commonly used in information retrieval: precision and
recall. Below we provide their definitions and the formulae used to calculate them:
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Precision: The proportion of relevant information retrieved, out of all the information retrieved.

Precision=
(relevant information) ∩ (retrieved information)

retrieved information
(1)

Recall: The proportion of relevant information that is retrieved,out of all the relevant information available.

Recall=
(relevant information) ∩ (retrieved information)

relevant information
(2)

4.1 Experiment setup and design

We have designed a set of experiments for measuring the information quality criteria selected. Measurements are
taken on a real Grid testbed, the EGEE production testbed, which at the time of the experiments, has gLite 3.0.1
installed as its middleware. The user interfaces used to access the EGEE Grid are the UI machines at the University of
Manchester4, United Kingdom, and at the Institute of Physics of Belgrade5, Serbia.

To carry out the experiments and record their results, we have developed a set of Java-based client software and
Unix shell scripts, available at the IST OntoGrid project CVS [16].

The key aspects upon which we compare different informationservices are: i) the information model that each
information service adopts; and ii) the expressiveness of its query language. In order to evaluate these two features,
we have proposed six representative queries that cover a wide range of Grid systems, including Grid hardware re-
sources, software resources, middleware environment, services, applications, etc., and show increasing complexity.
These queries can be normally issued by middleware systems like schedulers, resource brokers or by more complex
applications:

• Query 1: Find all the Computing Elements (CEs) that support the BIOMED Vir tual Organisation (VO).

• Query 2: Find all the CEs that support the BIOMED VO and have more than 10 0 CPUs available.

• Query 3: Find all the CEs that support the MPI running environment.

• Query 4: Find all the CEs that support the BIOMED VO, have morethan 100 C PUs available, and support the
MPI running environment.

• Query 5: Find all the CEs where GATE (Geant4 Application for Tomographic Emission) can be run.

• Query 6: Find all the CEs that support the BIOMED VO, have morethan 100 C PUs available, and where GATE
can be run.

Figure 3: An Example of the Query 1 in BDII, RGMA, and ActON

4ui.tier2.hep.manchester.ac.uk
5ce.phy.bg.ac.yu
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Each of these six queries has been translated into the query languages of the three information services. Figure 3
shows an example for Query 1. We use different clients to execute these queries and extract the results obtained (e.g.,
ldapsearch for BDII, the gLite RGMA client tools for RGMA anda Java-based ActOn client for the ActOn-based
information service).

Not only queries are different, but also query results are obtained in different manners, due to the differences in the
information models of each service. The result of a BDII query is a set of LDAP entries, of an RGMA query a set of
table rows, and of an ActOn-based query a set of RDF triples. Figure 4 shows three different ways to show the same
Grid resource in the three services evaluated (i.e., ce02.tier2.hep.manchester.ac.uk, an EGEE Computing Element).
Even if they have different syntax and size, in our experiment we count them as one piece of information each. That
is, we use each “Grid resource” obtained from a query as the basic unit for counting information, which will be used
to calculate precision and recall, as described in Section 4.2.

Figure 4: Results of BDII, RGMA, and ActOn for the the same Grid resource Computing Element at University of
Manchester (ce02.manchester.ac.uk)

4.2 Experimental Results Measurement and Analysis

The experiment consists in examining the information retrieved for each of the six queries aforementioned, so as to
estimate their corresponding precision and recall measures.

Precision is easy to determine, since it can be computed manually by looking at the results obtained from each
query. In all cases, we assume binary relevancy of information, that is, each piece of information retrieved is either
relevant or irrelevant for the issued query.

Recall is more difficult to determine, due to the fact that theamount of information available in the EGEE produc-
tion testbed changes frequently in these systems and there is no way to get accurate information about the actual state
of the Grid resources that are available without using the information services that we are evaluating. To get a good
approximation, we execute each query 100 times, with a 4-minute interval between executions, monitoring the testbed
during 400 minutes. Then we use the highest value obtained from this 100 executions as the total number of relevant
information to be used to calculate recall.

Tables 1, 2 and 3 provide the precision and recall measurements obtained after the execution of the experiments
described above for the three information services selected: BDII, RGMA and the ActOn-based information service.
The values provided in the tables show the average of executing the queries 100 times.

Table 1: BDII Recall & Precision Measurement (100 times)
Query Retrieved Info. Relevant Info. Precision Recall

Q1 14,999 15,200 1 0.987
Q2 242,517 19,708 0.082 0.918
Q3 7174 7300 1 0.983
Q4 485034 4600 0.010 0.990
Q5 - - - -
Q6 - - - -

P server.
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Table 2: RGMA Recall & Precision Measurement (100 times)
Query Retrieved Info. Relevant Info. Precision Recall

Q1 3417 15200 1 0.225
Q2 6321 6321 1 1
Q3 6568 7300 1 0.900
Q4 11245 4914 0.437 0.563
Q5 - - - -
Q6 - - - -

Table 3: ActOn Recall & Precision Measurement (100 times)
Query Retrieved Info. Relevant Info. Precision Recall

Q1 15200 15200 1 1
Q2 34100 34100 1 1
Q3 6568 7300 1 0.900
Q4 6568 7300 1 0.900
Q5 24 24 1 0.900
Q6 6 6 1 1

As a general comment about these results, we can highlight the fact that BDII shows in general poor results
with respect to recall and precision, while ActOn and RGMA present better results. This is mainly related to the
repository that BDII uses (LDAP), which is too lightweight and hence provides weak information process and query
capabilities; while RGMA’s is based on relational databases and ActOn’s is based on RDF, which both have better
query capabilities.

Now we will analyse with more detail some of the system behaviours over specific queries, and derive more
conclusions from these values:

BDII has weak query capabilities. Table 1 shows that BDII has extremely bad precision resultsfor queries 2
and 4, while the results for queries 1 and 3 are excellent. This is related to its weak query ability, as aforementioned.
LDAP-based queries are string-based, and hence they cannotbe used to support queries over numerical values, such
as “greater than or lower than”. If we want to improve this precision value, we need to fetch all the information about
CE CPUs as a string value first (as we have done to get these results), and then post-process (filter) those results on the
client side. RGMA and the ActOn-based information servicesdo not have that problem, since their query abilities are
better.

RGMA is not able to relate information available in different tables. Table 2 shows that RGMA has bad
precision results in query 4. RGMA contains information to solve this query, but the information comes from two
different tables (GlueCE and
GlueSubClusterSoftwareRunTimeEnvironment), and the query language used by RGMA does not allow
making a join of both tables. Hence the situation is similar to the previous case: this problem can be solved on the
client side by post-processing the results that have been obtained from each separate query.

RGMA is very sensitive to the registering and availability of information providers at a given point in time.
Table 2 shows that RGMA has bad recall results in query 1. Thisis because the amount of Computing Element
producers that is available during the experiment is not always stable, due to the fact that either producers were
not registered in the RGMA registry at that specific moment, or that the producers were not configured correctly or
available at that point in time. BDII and the ActOn-based information service are more robust to this, due to the fact
that they store information locally and do not depend on their information providers at the time of querying.

Some complex queries cannot be answered by one type of information service in isolation. Tables 1 and 2
show that BDII and RGMA can only answer the first four queries.They cannot answer queries 5 and 6 because their
information providers cannot provide enough information and should be combined. This shows that the ability of
BDII and RGMA to share their data resources is weak. On the other hand, the ActOn-based information service has
the ability to adopt existing information sources as its information providers, and aggregate information from these
information sources to answer such complex queries.

5 Conclusions and Future Work

In this paper we have presented an information service for EGEE that is based on an ontology-based information
integration approach, Active Ontology (ActOn). This approach overcomes some of the limitations of current similar
approaches when dealing with highly dynamic, distributed and redundant information sources in the cases where
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information quality, availability and robustness, as wellas response time, are important non-functional requirements.
We adopt a data warehouse approach to information integration, where we materialise relevant information from

different information sources and assign it a lifetime based on the update frequency of the information sources where it
is taken from. The materialised information acts as a metadata cache that is updated only when an information request
is sent to the system and the materialised information has expired.

Besides, information sources are selected at run-time froma large set of sources that provide redundant informa-
tion, based on criteria such as their information coverage,availability, geographical proximity, etc.

The results of the experiments executed to analyse the quality of metadata and the response time of our system
are promising, suggesting that it can increase the metadataquality and robustness of currently-deployed information
systems, and decrease the cost of system resources.

In summary, our main contribution over the state of the art inGrid information systems is that we have proposed
a Grid information service that performs an ontology-basedintegration of information from existing services, what
allows creating automatically execution plans for retrieving information from sources that are overlapping in the
information that they publish and have different provenance constraints, and maintain a cache of relevant information
as long as it is valid given its lifetime constraints.

As for the integration of features from other systems, we plan to work on the integration and extension of (semi-
)automatic wrapper generation systems like D2R and R2O (currently these systems are only available to access
databases, but we plan to extend them for accessing information services such as those present in Grid systems), and
on the integration of query reformulation and planning techniques, such as those of Theseus [24], with the metadata
cache approach that we have proposed.

We also plan to take full advantage of following an ontology-based approach for information integration, allowing
us to perform tasks that cannot be done easily with the services currently available, such as detecting inconsistenciesin
the metadata that is available or deriving new information.For example, a common problem with current information
services is their level of trustiness. There are many cases where a computing element specifies that it gives support
to MPI but does not comply with the requirements for running an MPI job, which are that it must be a CE server,
must have ansshd service running on it, must have the librariesmpirun andlibmpi.so in its file system, and
must have at least two worker nodes. Similarly, we could derive that a computing element gives support to MPI if the
previous conditions apply, since this is a necessary and sufficient condition.
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