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Abstract

We describe an information service that aggregates metadailable in hundreds of information sources of the
EGEE Grid infrastructure. It uses an ontology-based infitiom integration architecture (ActOn), which is suitable
the highly dynamic distributed information sources avaléain Grid systems, where information changes frequently
and where the information of distributed sources has to lpeeggited in order to solve complex queries. These two
challenges are addressed by a metadata cache that workamwithdate-on-demand policy and by an information
source selection module that selects the most suitablesatia given point in time, respectively. We have evaluated
the quality of this information service, and compared itwaither similar services from the EGEE production testbed,
with promising results.

1 Introduction

EGEE [1] provides a production quality grid infrastructiganning more than 30 countries with over 160 sites to
a myriad of applications from various scientific domaingluing Earth Sciences, High Energy Physics, Bioinfor-
matics and Astrophysics. In such a large-scale Grid systieene are thousands of heterogeneous, loosely coupled
resources, services, and applications, which are dis&tbgeographically in a wide range. The current EGEE pro-
duction testbed includes over 200 sites, 35,000 CPUs, Ebipets of storage space in hundreds of storage elements,
and an average of 40,000 concurrent jobs per day on behalfi®¥iktual Organisations (VOS).

Having information about those heterogeneous entitiesitisal for the EGEE gLite middleware [2]. This in-
formation is used for tasks such as resource discovery, flwarlorchestration, meta-scheduling, and security. Such
information is normally aggregated and provided by infotimra services, which can be defined as “databases of
attribute metadata about resources™[8xamples of information services are BDII [4] and MDS [5]cfsed on
hardware and software resources; and RGMA [6], focused los, gervices and running environments.

The main limitations of existing information services dnattthey do not provide enough information about large-
scale distributed systems like EGEE, since they only focua few specific aspects of such systems, and that they do
not always provide accurate information about the actw@listof the Grid resources that they refer to.

This research work is carried out under the FP6 Network ofeience CoreGRID funded by the European Commission (Ceint&r-2002-
004265).
1in the rest of the paper, we will use the terms information araadata interchangeably.



To overcome these two limitations, we propose the creati@madnformation service that aggregates information
from different information services in the EGEE producttestbed, using an ontology-based information integration
architecture [7]. The aggregation of distributed inforroatposes the followinghallenges, due to the dynamic and
heterogeneous nature of Grids:

e Metadata of a Grid entity consists of multiple attributeiose values can be normally obtained from hetero-
geneous and geographically-distributed information sesir In a large-scale Grid system, several information
sources can provide the same piece of information aboutaures. And it may be difficult to identify and
locate the most suitable (and available) information setioc a specific information need.

e Metadata about most Grid entities may be updated frequesatlgs to reflect the current status (capability and
availability) of the services and resources that it refersTthis makes it hard to create and maintain up-to-date
metadata about all the resources available in a Grid. Ftaricg, the usage level of a CPU, storage space, and
network connection may change every few minutes.

o Differentinformation sources or services may provide taqgping views of the Grid state, in different schemas
and formats, and with different characteristics of theilormation provenance (update frequency, quality-
related).

These challenges are addressed in our ActOn-based infiormsgrvice. ActOn (Active Ontology) [8] is an
ontology-based information integration approach thatleamsed to generate and maintain up-to-date metadata for a
dynamic, large-scale distributed system.

First, ActOn uses ontologies to describe the domain for tviidormation will be aggregated. This provides an
expressive model to describe that information, which camigdoited with query languages and use for validation
purposes (e.g., to detect inconsistencies in the agggai@mation) and for deriving new information. It also
provides an extensible data model where changes in theipiéss of resources and services, or in the information
sources (update frequency, information quality, etc.)aartwmatically reflected in the behaviour of the system.

Second, ActOn incorporates two modules that are not comyrfouhd in other ontology-based information inte-
gration architectures: a cache, which provides fast adoeisdormation that has been already integrated and materi-
alised and which is still valid, and an information sourckestr, which is used during the generation of the execution
plan for retrieving information from the information soescand allows the system to adapt to changing conditions of
the infrastructure and to add new information servicesgasi

The remaining of this paper is organised as follows. SecZiantroduces related work, namely existing Grid
information services. Section 3 presents the architeafifectOn, focusing on its different knowledge and software
components, and on the main interactions between them, esatiding how each of them are instantiated for the
implementation of our EGEE Grid information service. Sextd gives the results of our evaluation on the information
quality of our approach, and compares them with other two E@Hid information services. Finally, Section 5
provides conclusions, and describes open issues and ourgulduture work.

2 Related Work: Grid I nformation Services

Currently, there are several well-known and widely-useid @formation services: Monitoring and Discovery System
(MDS), Berkeley DB Information Index (BDIl), and RGMA [5, #]. These services are deployed in most Grid
systems, such as Europe Data Grid, Crossgrid, NASA GridGgeh Science Grid [9, 10, 1, 11, 12], and widely used
by Grid middleware and applications running on them.

MDS [5] is the information service component of the Globuatfgrm. In MDS2.x, information about Grid
resources is extracted by "information providers”, whiate @oftware programs that collect and organise infor-
mation from individual Grid entities, either by executirgell operations or by contacting third-party information
sources (e.g., the Network Weather Service, SNMP, etcraEted information is organised according to the LDAP
(Lightweight Directory Access Protocol) data model in LO¥mat and uploaded into LDAP-based servers of the
Grid Resource Information Service (GRIS). GRIS serversregister themselves in the Grid Index Information Ser-
vices (GIIS) in order to aggregate directories, using a-stafte registration protocol called Grid RegistrationtBeol
(GRRP). One of the disadvantages of MDS is that it is basedehDAP data model, which is too rigid to be adopted
or to represent the heterogeneous information in/on Ghiddso lacks in the ability of supporting complex queries.
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BDII [4] is an improvement of MDS [5], designed to improvedfsery performance. It uses the MDS information
model and access API and caches information with the Beyi2Re: An update process is used to populate LDAP-
based servers. It consists in obtaining LDIF, either by d@in Idapsearch on LDAP URLS or by running a local script
that generates LDIF. Then the LDIF is inserted into the LDARatdase. BDIl has the same problems as MDS for
information expression and query.

RGMA [6] is a framework that combines monitoring and infoitioa services based on a relational model, which
is implemented with XML. It implements the Grid Monitoringéhitecture (GMA) proposed by the Open Grid Fo-
rum. GMA models the information infrastructure of the Griging three core types of components: (i) producers,
which provide information; (ii) consumers, which requedbrmation; and (iii) a single registry, which mediates the
communication between producers and consumers. RGMA imgaiés two additional properties over GMA. First,
consumers and producers handle the registry in a transpassn thus, anyone using RGMA to supply or receive
information does not need to know about the registry. Anasdcall the information appears as one large relational
database and can be queried as such (anyway, in the currgleni@ntation, the database is centralised). RGMA
can be accessed using the RGMA API. The main drawback of RG3MAait it cannot easily manage the dynamic
information about time-sensitive Grid resources, duetaithitecture that comprises a central registry and tiged
information servlet-based information producers.

3 Active Ontology (ActOn) and the EGEE I nformation Service

ActOn (Active Ontology) [8] is an ontology-based inforn@tiintegration approach that can be used to generate
and maintain up-to-date metadata for a dynamic, largesstiatributed system. In this section we will describe the
main characteristics of this approach and its architectmd will use as a running example the details of the EGEE
information service that we have built with this approach.

The development of ActOn was based on a list of requireméatstre based on the actual information integration
needs that were identified in dynamic, distributed systékesthe EGEE Grid, Crossgrid, and Unicore [1, 10, 13].

e We need to deal with frequent changes of parts of the metadauaed by the dynamic features of the entities
of a large-scale distributed system.

e We need to have an efficient and economic way to avoid a canismetadata update process, which is expen-
sive for a large-scale distributed system.

e We need to be able to select the most suitable information@®ftom a set of geographically-distributed and
heterogeneous ones, which provide overlapping piecesfafnration, in different formats, and which can be
available or unavailable at a given pointin time.

e We need to create/update the metadata that captures osly dilspects that we are interested in.

Although these requirements arise in the context of dewetpan aggregated information service for the EGEE Grid
infrastructure, similar requirements can be also foundtirenapplication domains (e.g., the stock market, currency
exchange, etc.). Therefore, ActOn provides a generic isolthat can be easily adapted to different application
domains.

ActOn is comprised of a set of knowledge components, whipheent knowledge from the application domain
and from the information sources; and software componentsh as a metadata scheduler (MSch), an information
source selector (ISS), a metadata cache (MC), and a setasfriafion wrappers. Figure 1 shows how these compo-
nents are interrelated and how they are related to the gmmneng information sources where data is taken from.

The EGEE information service that has been developed usit@iuses Globus Toolkit 4 (GT4) [14] and the S-
OGSA Semantic Binding Service [15]. The latter is used tallsi@mantic metadata with the ontologies it refers to and
with the resources that the metadata describes, so thatlatatean be managed as a resource, with its own lifetime,
authorisation policies, etc. All the source code of ActOul @i the information service that we have described is
available under Open Source license at the OntoGrid CVS [16]

CoreGRID TR-0111 3
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Figure 1: Overview of the Active Ontology architecture [8]

3.1 ActOn Knowledge Components

The knowledge components used in ActOn include a (set ofjadtmontology(ies) and an ontology of the information
sources. Domain ontologies describe the metadata infowmatodel in the form of domain concepts and properties
for which instances will be generated, and restrictionsualitem. In our service these are resources, components,
services, and applications of the EGEE Grid. The Informma8ource Ontology provides information about the char-
acteristics of information sources, which are used for tifermation source selection process. In our service they
describe information services deployed in EGEE. The twmlogiies are related by means of mappings that spec-

ify which domain concepts and which of their properties cargbnerated by which information sources, as we will
explain later.

3.1.1 Grid Domain Ontologies

These domain ontologies define the global information madet! to represent metadata, hence they are completely
application dependant. ActOn does not put any constraiotiaihe language to be used to implement these ontolo-
gies, although in our current implementation we assumedhtiiogies are described either in RDF Schema [17] or
OWL [18].

We have created OWL ontologies that describe Grid entite=sgurces, capabilities and the relationships among
them. These ontologies are based on the one described iarfti3xtend the Grid ontology described in [20], which
include descriptions about virtual organisations, usgpplications, middleware services, computing and storage
sources, networks, and usage policies. Besides the codeoBtology, we have different ontologies for each specific
Grid infrastructure. For example, the EGEE Grid Ontologga#es the EGEE infrastructure and its entities, includ-

ing concepts like Computer Element, Storage Element, Ugerface, Worker Node, Resource Broker, Logging and
Booking Service, and Site.

3.1.2 Information Source Ontology

This ontology assists in locating suitable informationrses for a specific information need. It describes the festur
of the information sources to be used by the system and idetivinto a domain-independent part, with five classes
and forty properties, and a domain-specific part that castdescriptions of the types of information sources that can
be used in an application, as well as specific instances eéthlasses.

The most important class in the domain-independent pati@bntology isl nf or mat i onSour ce, which is
described with four properties:

(i) accessAPI : it defines the information model and the informat ion aceasshods to be used. For instance,
the information model of BDII is LDAP, and its accessAPI can‘ldapsearch” in C and “JNDI” in Java;
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Figure 2: Graphical overview of the association betweenalarand information source ontologies

(i) accessPoi nt : it defines the server and port names to be use d to obtain fibveriation from. For instance,
the CERN BDDII server can be described as “ldap://prod-belin.ch:2170";

(i) bel ongToM ddI ewar e: it specifies the middleware infrastruc ture (e.g., EGEEgwetthe information ser-
vice is available, since depending on the middleware type@lease being used the information access methods
will be different;

(iv) wi t hSchema: itindicates the kind of information that an informatiorusoe provides. For instance, the EGEE
BDII servers use the Glue Schema.

The domain-dependent part for our service contains degmmp of the following four main EGEE information
providers: BDII (with the clas®DlI | | P being used to represent distributed BDII servers), RGMAd®&E, and
Unix-scripts. All of them are subclasses of the claa$ or mat i onSour ce. Besides, we have defined 36 instances
of BDIIIP, 10 instances of RGMA, 5 GridICE, and 10 Unix-sdrip

An example of the information contained in one of the BDIIhBtances is:

* server name: ldap://prod-bdii.cern.ch
* server port: 2170

* access API: BDIIRet.class

* information schema: glueschema

* grid middleware: gLite middleware

As shown in Figure 2, the association between domain andn#tion source ontologies is expressed by means
of housekeeping mappingBach domain ontology class or property is connected tditheseKeepi ng class with
the propertyhasMappi ng?. The propertygener at edBy represents the means to be used to extract informa-
tion from the source and transform it into the domain ontgl(@s) components. This is expressed with the class
I nf or mati onSour ce. Each of the mappings specifies, as well, the timestamp &stihie of the information
retrieved from the information sources. This informatisrused by the Metadata Scheduler to control the Metadata
Cache, as explained later.

2When using OWL to implement the ontologies, we use an OWL tatiom property so as not to interfere with the domain andrimfation
source knowledge representation.
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3.2 ActOn Software Components

We will now describe the software components that comphiseActOn architecture, as shown in Figure 1.

3.21 Metadata Scheduler (M Sch)

It is designed to apply an update-on-demand policy to cachiadata. That is, the cached metadata is not updated
until it is stale when being queried, so as to avoid unnecgsgadates. We adopt event-driven mechanisms to cope
with that policy. We have defined three types of events thattdgger the update process, though we have only
implemented the first one in our service. They are:

(i) Application-specific events. They are applicationdxhbfetime control events. The MSch can force an update
process based on specific application requirements. F@anios, an external application may require to update
a specific piece of metadata at a given point in time.

(i) Query events. They are raised when metadata is beingeglieAs we will show below, if the metadata being
gueried is available in the metadata cache and valid, tloerirdtion sources are not contacted. If not, then we
contact them to get fresh metadata

(iiiy System-related events. They can cause changes ofridee@ities that the metadata refers to. A typical example
is ajob-finished eventvhich can cause the change of the value ofrthani ngJob property of an instance of
the classlobQueue.

The MSch acts upon receiving events. When the metadatagehedceives a query event that involves retrieving
metadata that has never been retrieved before or that isfidisince its expiry time has passed, or when it receives any
of the other types of events, the metadata scheduler follokee steps: 1) it contacts the Information Source Selector
to select the most suitable information source where toioli@ metadata from; 2) it retrieves the metadata from the
selected sources, using the corresponding wrappers; ahd@)ates the metadata cache, assigns a time-stamp to the
retrieved information and sends back the results to theastgu

An example can illustrate a typical procedure of MSch workflaVhen a query event is triggered that requests
metadata for the Computing Element cel01.cern.ch, the M#tfirst check the time-stamp of its associated meta-
data, which is stored by the Metadata Cache, and comparéhittailifetime. If it is valid, then it will just give back
the results. If it is out of date, then it will invoke the Infoation Source Selector service to select a suitable informa
tion source (i.e., one EGEE region or site BDII server) fodating the Computing Element metadata. After getting
the information about a suitable information source (famaple, Ixb2086.cern.ch or prod-bdii.cern.ch), it invokes
corresponding Information Wrapper service to fetch theinfation with an Idapsearch query, and then invokes the
Metadata Cache to update (refresh) the metadata by mogifiggnvalues and time-stamp of the relevant properties.
At the same time the new metadata is sent back to the metadptastor.

Our approach has clear advantages over others that updtidateeon a regular time-scale basis, such as Globus
MDS and gLite BDII. These systems keep updating all theirati@ta every 6-8 minutes. This approach is too expen-
sive and imprecise, particularly in large-scale distrdzlsystems. On the one hand, there are many useless updates:
a lot of updated metadata is most likely not being used (@dgin hours although it is updated every few minutes.
On the other hand, some of the metadata may not be accuréie dase that the values of the metadata change more
frequently than the regular update time. In fact, some ofdyreamic metadata of BDII, such as freeCPU number,
runningJobs or networking bandwidth, is usually incorsit is never updated on time.

3.2.2 Information Source Selector (1SS)

The Information Source Selector (ISS) is used to find the rsoisable information source from the set of available
sources, which are described as instances of the Inform&aairce Ontology. Information sources can be any sys-
tem (database, file, service, etc.) that contains relevdotrnation. In Grid systems there are many redundant and
geographically-distributed information sources avdéald~or example, over 20 region BDII servers can be used to
fetch information about the EGEE Computing Elements.

3In the case that the latency is bigger than the update timieedihformation source, this will still provide out-of-dateetadata, but in the rest
of cases data will be always up-to-date
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The selection is based on a set of retrieval conditionsudtinly the actual information needed (specified as a
SPARQL query), and other aspects like the geographicaliribxof the source. For example, in our prototype we
have defined the cla@nput i ngEl ement that represents EGEE computing elements. This class haspanty
f r eeCPUthat isgener at edBy the information source BDII.

Since in our ontology we have defined over 30 BDII serversrjatances of the cla®Dl | | P), the ISS service
sends a query to select the most suitable one for fetchingi¢leeled value. The query is done in SPARQL, and
retrieves those instancesBbI | | Pthatbel ongToM ddl ewar e EGEE Grid, whosschena is GlueSchema and
whosever si on is 3.0. Also the middleware igLite, and the release versi@l.5 Below is a SPARQL query for a
BDIIIP instance in our implementation:

PREFIX onG:<http ://www.cs.man.ac.uk/img/ontogrigh/
FROM <EGEEGridInfo.v0.3. owb
SELECT ?BDIIIP
WHERE { ?x onG:runningService bdiiip? .
OPTIONAL { ?x onG:belongTo "EGEE”
?y onG:installedOn ‘‘gLite "’
?z onG:withSchema ‘‘GlueSchema’’ }

The selected BDIIIP instances are ranked according to ¢ie@igraphical proximity, quality of the service, and the
capabilities of the BDII server machine.

3.2.3 Information Wrappers

After an information source is selected, the Metadata Saleedontacts the corresponding Information Wrapper in
order to retrieve the relevant up-to-date information. idaly there is an Information Wrapper per type of informatio
source accessed (that is, one for MDS, another one for BEHNdI). We have developed four kinds of wrappers: the
BDII server wrapper, the RGMA server wrapper, the GridICEppwer, and the Unix-script wrapper.

The wrappers are used to fetch information from differefdimation sources. First, the Information Wrapper
gets information from the information source ontology abite data model of the specific source to be accessed,
and about its access API and access point. Then it fetchasftirenation from its source. For instance, a BDIIIP
information source can be queried using an LDAP query baseith@ information from a BDII individual, such as
“l[dapsearch -x -H Idap://prod-bdii.cern.ch:2170 -b mdsname=CERN-PROD,0=grid". Once the query is answered,
the results are transformed into instances of the cor@epput i ngEl enent of the domain ontology.

ActOn does not impose any specific technology for generatifgmation Wrappers. They can be generated in
an ad-hoc manner, by hard-coding the access to the infamatiurce and the transformation into the application
domain ontology. They can be also generated with generippaiageneration languages and technologies, such as
WSL [21], D2R [22], R20 [23], etc.

3.24 Metadata Cache (MC)

The Metadata Cache (MC) stores and manages the metadataeobitam the information sources, together with
its timestamp and lifetime information, so that it can chediether such property values are still valid or not (e.g.,
lifetime control) when it receives a query event that inasthem.

The metadata cache uses the domain ontologies as its irformmodel. For instance, in our service the MC
caches information about Computing Elements (CE), StoElgments (SE), Virtual Organisations (VO), etc. As
commented above, the MC uses the S-OGSA semantic bindingsémplementation in order to store the values
together with their timestamp and lifetime, using the magpishown in Figure 2.

4 Information Quality Evaluation and Comparison

In our evaluation we want to know whether the results prodidg our service conform to the expectations of the
users, and how it compares with the other available serviéésare interested in knowing whether all information
services obtain the same results when answering the samg given the same conditions in the EGEE production
testbed. We also want to check how many of those answers aectand how many of the existing answers are
actually retrieved. To check this, we have selected twoiggttommonly used in information retrieval: precision and
recall. Below we provide their definitions and the formulaed to calculate them:
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Precision: The proportion of relevant information retrieved, out dfthe information retrieved.

(relevant in formation) N (retrieved in formation) )

Precision= - - -
retrieved in formation

Recall: The proportion of relevant information that is retrieveds of all the relevant information available.

(relevant in formation) N (retrieved in formation) @

Recall= - -
relevant in formation

4.1 Experiment setup and design

We have designed a set of experiments for measuring thenaftion quality criteria selected. Measurements are
taken on a real Grid testbed, the EGEE production testbei;hwat the time of the experiments, has gLite 3.0.1
installed as its middleware. The user interfaces used tessdhe EGEE Grid are the Ul machines at the University of
Manchestet, United Kingdom, and at the Institute of Physics of Belgfa&erbia.

To carry out the experiments and record their results, we lileweloped a set of Java-based client software and

Unix shell scripts, available at the IST OntoGrid project&.6].

The key aspects upon which we compare different informadienvices are: i) the information model that each
information service adopts; and ii) the expressivenestsafuery language. In order to evaluate these two features,
we have proposed six representative queries that cover @ raitge of Grid systems, including Grid hardware re-
sources, software resources, middleware environmentices; applications, etc., and show increasing complexity
These queries can be normally issued by middleware sysikeisdhedulers, resource brokers or by more complex

applications:
e Query 1: Find all the Computing Elements (CEs) that suppaBIOMED Vir tual Organisation (VO).
e Query 2: Find all the CEs that support the BIOMED VO and haveentiban 10 0 CPUs available.
e Query 3: Find all the CEs that support the MPI running envinent.

e Query 4: Find all the CEs that support the BIOMED VO, have ntbes 100 C PUs available, and support the
MPI running environment.

e Query 5: Find all the CEs where GATE (Geant4 Application fonfographic Emission) can be run.
e Query 6: Find all the CEs that support the BIOMED VO, have ntbas 100 C PUs available, and where GATE

can be run.
Information Queryl
Service (Find all the CEs that support the BIOMED VO )
Idapsearch -x -H Idap://lcg-bdii.cern.ch:2170 -b mds-vo
BDII name=local,o=grid '(&(objectClass=GlueVOView)
(LDAP search) (GlueVOViewLocallD=biomed))'
GlueCEAccessControlBaseRule
RGMA Select GlueCEVOViewUniquelD,
(SQL query) Value from GlueCEVOViewAccessControlBaseRule

WHERE Value="VO:biomed'

PREFIX egeeOnto: <http://www.cs.man.ac.uk/img/ontogrid#>
SELECT ?ceid ?celD ?VO
é;tAc;gLBa:ee:j) WHERE ?ceid egeeOnto:CEUniquelD ?celD .
query, ?ceid egeeOnto:hasVO ?VO .
OPTIONAL { ?ceid egeeOnto:VO ?celD .
FILTER (?vo = " “biomed")}

Figure 3: An Example of the Query 1 in BDIl, RGMA, and ActON

4ui.tier2.hep.manchester.ac.uk
5ce.phy.bg.ac.yu
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Each of these six queries has been translated into the gamguages of the three information services. Figure 3
shows an example for Query 1. We use different clients to@eethese queries and extract the results obtained (e.g.,
Idapsearch for BDII, the gLite RGMA client tools for RGMA ardJava-based ActOn client for the ActOn-based
information service).

Not only queries are different, but also query results ataiokd in different manners, due to the differences in the
information models of each service. The result of a BDII gquera set of LDAP entries, of an RGMA query a set of
table rows, and of an ActOn-based query a set of RDF triplagurE 4 shows three different ways to show the same
Grid resource in the three services evaluated (i.e., ce@2.hep.manchester.ac.uk, an EGEE Computing Element).
Even if they have different syntax and size, in our experinvamcount them as one piece of information each. That
is, we use each “Grid resource” obtained from a query as tbi it for counting information, which will be used
to calculate precision and recall, as described in Sectian 4

Query results of BDII:

# biomed, ce02.tier2.hep.manchester.ac.uk:2119/jobmanager-lcgpbs-biomed, UKI-NORTHGRID-MAN-HEP, local, grid
dn: GlueVOViewLocallD=biomed,GlueCEUniquelD=ce02.tier2.hep. hester.ac.uk:2119/j; —lcgpbs-
biomed,mds-vo-name=UKI-NORTHGRID-MAN-HEP,mds-vo-name=local,o=grid

GlueCEAccessControlBaseRule: VO:biomed

Query results of RGMA:

| GlueCEVOViewUniquelD | value |

+
|ce02.tier2.hep.manchester.ac.uk :2119/jobmanager-lcgpbs-biomed/biomed | VO:biomed |

Query results of ActOn:

| ceid | celD | vo |
| <http://img.cs.man.ac.uk/ontogrid1234423456> | "ce02.tier2.hep.manchester.ac.uk” | "biomed" |

Figure 4. Results of BDIl, RGMA, and ActOn for the the samed3gsource Computing Element at University of
Manchester (ce02.manchester.ac.uk)

4.2 Experimental Results Measurement and Analysis

The experiment consists in examining the information es&d for each of the six queries aforementioned, so as to
estimate their corresponding precision and recall measure

Precision is easy to determine, since it can be computed afigrhy looking at the results obtained from each
qguery. In all cases, we assume binary relevancy of infomnathat is, each piece of information retrieved is either
relevant or irrelevant for the issued query.

Recall is more difficult to determine, due to the fact thataheount of information available in the EGEE produc-
tion testbed changes frequently in these systems and theteway to get accurate information about the actual state
of the Grid resources that are available without using tfiermation services that we are evaluating. To get a good
approximation, we execute each query 100 times, with a 4staiimterval between executions, monitoring the testbed
during 400 minutes. Then we use the highest value obtaired fhis 100 executions as the total number of relevant
information to be used to calculate recall.

Tables 1, 2 and 3 provide the precision and recall measuresnobitained after the execution of the experiments
described above for the three information services sedle®®I1l, RGMA and the ActOn-based information service.
The values provided in the tables show the average of exertite queries 100 times.

Table 1: BDII Recall & Precision Measurement (100 times)

Query Retrieved Info. Relevant Info. Precision Recall
Q1 14,999 15,200 1 0.987
Q2 242,517 19,708 0.082 0.918
Q3 7174 7300 1 0.983 | P server.
Q4 485034 4600 0.010 0.990
Q5 - - - -
Q6
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Table 2: RGMA Recall & Precision Measurement (100 times)

Query Retrieved Info. Relevant Info. Precision Recall
Q1 3417 15200 1 0.225
Q2 6321 6321 1 1
Q3 6568 7300 1 0.900
Q4 11245 4914 0.437 0.563
Q5 - - - -
Q6

Table 3: ActOn Recall & Precision Measurement (100 times)

Query Retrieved Info. Relevant Info. Precision Recall
Q1 15200 15200 1 1
Q2 34100 34100 1 1
Q3 6568 7300 1 0.900
Q4 6568 7300 1 0.900
Q5 24 24 1 0.900
Q6 6 6 1 1

As a general comment about these results, we can highlighfattt that BDIl shows in general poor results
with respect to recall and precision, while ActOn and RGMAgant better results. This is mainly related to the
repository that BDII uses (LDAP), which is too lightweightcahence provides weak information process and query
capabilities; while RGMA's is based on relational datalsased ActOn’s is based on RDF, which both have better
query capabilities.

Now we will analyse with more detail some of the system betad over specific queries, and derive more
conclusions from these values:

BDII has weak query capabilities. Table 1 shows that BDII has extremely bad precision redattgjueries 2
and 4, while the results for queries 1 and 3 are excellents iBhielated to its weak query ability, as aforementioned.
LDAP-based queries are string-based, and hence they changted to support queries over numerical values, such
as “greater than or lower than”. If we want to improve thisgis@n value, we need to fetch all the information about
CE CPUs as a string value first (as we have done to get thedesjeand then post-process (filter) those results on the
client side. RGMA and the ActOn-based information servides ot have that problem, since their query abilities are
better.

RGMA is not able to relate information available in different tables. Table 2 shows that RGMA has bad
precision results in query 4. RGMA contains information tive this query, but the information comes from two
different tables@ ueCE and
A ueSubd ust er Sof t war eRunTi meEnvi r onnent ), and the query language used by RGMA does not allow
making a join of both tables. Hence the situation is simitathie previous case: this problem can be solved on the
client side by post-processing the results that have betinga from each separate query.

RGMA isvery sensitiveto theregistering and availability of information providersat a given point in time.
Table 2 shows that RGMA has bad recall results in query 1. Ehisecause the amount of Computing Element
producers that is available during the experiment is notagystable, due to the fact that either producers were
not registered in the RGMA registry at that specific momenthat the producers were not configured correctly or
available at that point in time. BDII and the ActOn-baseainiation service are more robust to this, due to the fact
that they store information locally and do not depend onrtiméormation providers at the time of querying.

Some complex queries cannot be answered by one type of information service in isolation. Tables 1 and 2
show that BDII and RGMA can only answer the first four queriglsey cannot answer queries 5 and 6 because their
information providers cannot provide enough informatiom a&hould be combined. This shows that the ability of
BDIl and RGMA to share their data resources is weak. On therdthnd, the ActOn-based information service has
the ability to adopt existing information sources as itomifation providers, and aggregate information from these
information sources to answer such complex queries.

5 Conclusions and Future Work

In this paper we have presented an information service foEE@at is based on an ontology-based information
integration approach, Active Ontology (ActOn). This apgeb overcomes some of the limitations of current similar
approaches when dealing with highly dynamic, distributad eedundant information sources in the cases where
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information quality, availability and robustness, as vedlresponse time, are important non-functional requirésnen

We adopt a data warehouse approach to information integratihere we materialise relevant information from
differentinformation sources and assign it a lifetime lobae the update frequency of the information sources where it
is taken from. The materialised information acts as a mesackche that is updated only when an information request
is sent to the system and the materialised information hpisexk

Besides, information sources are selected at run-time &dange set of sources that provide redundant informa-
tion, based on criteria such as their information coveragailability, geographical proximity, etc.

The results of the experiments executed to analyse thetgwélmetadata and the response time of our system
are promising, suggesting that it can increase the metapetisty and robustness of currently-deployed information
systems, and decrease the cost of system resources.

In summary, our main contribution over the state of the afsid information systems is that we have proposed
a Grid information service that performs an ontology-baisg¢eigration of information from existing services, what
allows creating automatically execution plans for retingvinformation from sources that are overlapping in the
information that they publish and have different provereacenstraints, and maintain a cache of relevant information
as long as it is valid given its lifetime constraints.

As for the integration of features from other systems, we péawork on the integration and extension of (semi-
Jautomatic wrapper generation systems like D2R and R2Ordotly these systems are only available to access
databases, but we plan to extend them for accessing infammservices such as those present in Grid systems), and
on the integration of query reformulation and planning téghes, such as those of Theseus [24], with the metadata
cache approach that we have proposed.

We also plan to take full advantage of following an ontoldeased approach for information integration, allowing
us to perform tasks that cannot be done easily with the ses\darrently available, such as detecting inconsisteities
the metadata that is available or deriving new informatfear. example, a common problem with current information
services is their level of trustiness. There are many casesava computing element specifies that it gives support
to MPI but does not comply with the requirements for runnimgMP| job, which are that it must be a CE server,
must have arsshd service running on it, must have the librariggi r un andl i bnpi . so in its file system, and
must have at least two worker nodes. Similarly, we couldweethat a computing element gives support to MPI if the
previous conditions apply, since this is a necessary arfitisuit condition.
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